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Abstract— The model of emotional masks is a newly developed 
AI paradigm based on Minsky’s model of emotional mind in 
his recent book “The emotion machine”. The model takes a 
resource management approach toward modeling the mind 
and views different processes of mind as resources that need to 
be managed. In the present work an intelligent controller 
(SCELIC) is developed based on the model of emotional masks. 
SCELIC is a model free controller which advantages from 
several learning tasks. Multiple learnings and adaptive struc-
ture make it a powerful adaptive and self-learning tool that 
performs the tasks of system identification and control in pa-
rallel. Furthermore, a comprehensive nonlinear model of a ball 
and beam system is used as the test-bed. This system is inhe-
rently non-linear and unstable, and despite its simple nature, 
the cascaded dynamics of the system are very similar to planar 
control of rockets. Although the test-bed considered here is a 
nonlinear SISO system, this controller can be used for MIMO 
systems as well. 
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I. INTRODUCTION 
There is a lot of time passing from the first usages of ma-

chines by humans. The advent of computers was surely a 
breakthrough in the development of machines as they be-
came much more intelligent.  As a result, the more intelli-
gence we put in systems, the more adaptability is required in 
their control. Therefore, there is a strong relationship be-
tween the fields of Control and Artificial Intelligence (AI). 
AI is defined as "the study and design of intelligent agents” 
where an intelligent agent is a system that perceives its envi-
ronment and takes actions that maximize its chances of suc-
cess [1]. Along with the presence of some sorts of intelli-
gence in machines, there it came the debate over the possibil-
ity and need for emotions in machines as well. The truth is 
that at the first glance, emotions in machines did not seem 
that sensible but more research in this field have showed that 
artificial emotions can be an efficient approach if the ma-
chine must have the ability of planning or if it faces un-
known environments. This is the case of some kind of robots, 
artifacts, virtual agents, and specially, control algorithms. 

There has been a vast research on the topic of emotions 
among academia, from philosophy to AI. Different theories 
and models for emotions have been proposed, among which 
is the very recent model of emotional masks that is based on 
the theory of an emotional mind. Emotional mind is a theory 

put forward by the distinguished researcher Marvin Minsky 
in his recent book “the emotion machine”. This theory and 
model take a resource management approach toward model-
ing the mind and views different processes of mind as re-
sources that are to be managed. 

Resulting from the integration of AI into control theory is 
the field of intelligent control, a class of control techniques 
that use various AI computing approaches. Equipped with 
emotions, this field can produce some efficient methods to 
deal with various systems. The main idea in this research is 
to implement emotions in a specifically designed intelligent 
controller to get the benefits from both paradigms. Such a 
controller has the potential to present good adaptiveness due 
to its multiple learning tasks, and the potential to deal with 
large data and rule bases due to its attention control and emo-
tional masking mechanisms [3]. These ideas are imple-
mented through SCELIC on a Ball & Beam system. 
 

II. CLOUDS OF RESOURCES AND EMOTIONAL 
MASKS 

In the book “The Emotion Machine” [2], Marvin Minsky 
puts forward a new theory and approach to emotions. 

To start the theory he introduces a typical brain as con-
taining many parts that are called “resources.” Resources 
may be defined as any type of mental or physical activity. He 
believes that resources are any kind of structures or 
processes, which are from sensory devices to the thinking 
methods (figure 1). 

 
Figure 1.  Brain and Resources [2] 

Minsky says: 
“For example, the state called “Anger” appears to arouse 
resources that make us react with unusual speed and 
strength—while suppressing resources that we otherwise 
use to plan and act more prudently [2]” 

He takes a resource-based approach to the definition of 
emotions and says (figure 2): 
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“Each of our major “emotional states” results from turning 
certain resources on while turning certain others off—and 
thus changing some ways that our brains behave [2].” 

 
Figure 2.  Emotions As Collections of Resources [2] 

In [4 and 5], Harati et al. have presented a new computa-
tional model of emotions based on Minsky’s theory of 
clouds of resources. To do so they have introduced a model 
of emotions based on managing mental resources.  

They assume the mind as a collection of data and 
processes and an activation pattern that can perform the role 
of putting a subset of these resources in the working memo-
ry. Therefore, they consider an emotional state, nothing but 
a state of mind along with a feeling experience.  
This model is divided into two parts: 

1. An assessment and categorizing mechanism for ac-
tivation of a proper combination of resources 
(emotional activation mechanism) 

2. A collection of combination of resources among 
which the proper structure of mind for facing a sit-
uation is chosen. 

In another work [6] the same authors have argued that in 
the currently used method of importing a subset of human 
emotional states into the target artificial system, the major 
differences between natural and artificial domain is ignored. 
They have mentioned four main problems existing due to 
the current method of definition of emotions as: 

1. Human's emotional states are modeled based on 
high level concepts that are not definable in simple 
systems; 

2. Usually the core of emotional system is defined di-
rectly by the designer, and usually the system is not 
able to learn or adjust these hardcode mechanisms; 

3. The emotion mechanisms defined in such a way 
usually play the role of heuristic solutions for spe-
cific problems and therefore, are extremely depen-
dent to the knowledge of the designer about the de-
tails of the problems that the system may face and 
their possible solutions; 

4. Hardcode emotion definition prevents the systems 
from forming their own emotional identities and 
personalities.  

In this work, we will try to solve these problems and in-
troduce emotions into the control field without limiting 
them into these bounds 

. 
III. SCELIC 

The idea of emotional masks provides a system with a 
resource management mechanism. These masks should be 
learned by a system itself so that it could form its emotions 
through time and experience. From an attention control 
point of view these masks are actually different attentional 
states of the system.  

In such a system, apart from the learning of dynamics, 
there is also another learning involved, which learns the 
attention control. So, there are basically two learnings in-
volved. One takes place in one layer that learns to control 
the plant. The other one should take place in the attention 
controller that learns which parts of the rule-base should 
take part in the decision making process. To do that we took 
several steps: 
A. SOANFIC: 

SOANFIC [3] stands for self-organizing adaptive net-
work based fuzzy controller. This controller is a developed 
version of a self-organizing controller which provides a 
good structure for development of emotions. A Gradient 
Descent algorithm is used for the learning process in both 
SOANFIC and attention layer of SCELIC (to be discussed). 
B. Step1: 

We partitioned the crude rule-based structure into some 
parts, therefore, partitioning their input spaces as well. The 
reason for that is to make it easier for the system to define 
the resources but this also can be a part of the learning 
process. Actually we used five ANFIS in the lower level of 
a SOANFIC controller (SOANFIC is separately explained 
in another upcoming paper), instead of only one. 

The rules can be built up based on the learning process. 
The lower level with this structure can be called the rule-
layer or control-layer, because the control rules are learned 
here. These resources learn in parallel to control the plant. 
C. Step2: 

Now it is the time for providing the model with an atten-
tion controller. These resources have different beliefs about 
the control signal that should be sent to the plant. The atten-
tion controller performs the role of fusion of these beliefs 
based on situations, i.e. performing the role of emotional 
masking. 

This is done here, by adding another layer to the lower 
level of the previously explained SOANIFC. This second 
layer is called the attention layer which provides the model 
with emotional processing mechanism. The structure is 
shown in figure 3. This controller is called the Self- Con-
structing Emotional Learning-based Intelligent Controller or 
shortly SCELIC. 

Figure 5 shows the structure of a SCELC. It consists of 
three hierarchical levels as opposed to two hierarchical le-
vels in a non-emotional version, including: 

1. Performance layer 
2. Control layer 
3. Attentional  or emotional layer 
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Figure 3.  SCELIC Structure 

1. Performance layer: 
A performance layer is a layer responsible for producing 

the reinforcement signals. In Self-Organizing controllers, it 
is usually a manually defined table which provides a local 
performance measure based on the knowledge of the error 
and change in error. Such a table is shown in figures 4. 

 
Figure 4.  Procyk and Mamdani’s Perf. Table 

Instead of a performance table a simple penalty equation 
can be used (Objective function for Gradient Descent): 

 
The learning rate Gp affects the convergence rate and 

is the sample period. This penalty equation is an incre-
mental one because the output is a change to an existing 
value. In order to keep the update rate independent of the 
choice of sample period the penalty equation is multiplied 
by Ts.  

2. Control layer: 
The control layer is responsible for the act of controlling 

the plant. The input space of this layer is partitioned to 5 
parts, to provide the resources of the system, each of which 

is given to an ANFIS. So basically the 5 parts can be 
viewed as the resources of the emotional system. The con-
trol rules are built up here through ANFIS learning mechan-
ism. These 5 parts learn in parallel how to control or stabil-
ize the dynamics of the system based on the performance 
signal from pervious layer. 

3. Attention (Emotional) layer: 
This layer is responsible for fusion of the beliefs of the 

resources from the control layer. It consists of an ANFIS-
like mechanism but the output of this layer is a linear com-
bination of the outputs of ANFIS 1 to 5, from the control 
layer.  This layer also uses a performance signal to form its 
learning. 
Layer 1: every node in this layer can be an adaptive one 
and with the node function: 

 
Layer 2: every node in this layer are fixed ones that 

multiply the inputs and send the output out or in other 
words each node output represents the firing strength of a 
rule: 

 
Layer 3: each node in this layer is a fixed node, which 

calculates the ratio of the firing strength of each rule to all 
rule’s firing strengths: 

 
Layer 4: each node in this layer can be an adaptive node 

which constructs the consequent part of a fuzzy if-then rule: 
 

Layer 5: the nodes in this layer are fixed ones that cal-
culate the total outputs of the network as a linear combina-
tion of the beliefs of the control-layer: 
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IV.  Learning in SCELIC 

The learning process takes place in 2 stages: 
D. Stage1: 

In the first stage, there is only an active learning in the 
control layer and the learning in attention layer is inactive. 

1. Input space is partitioned to 5 parts each of which 
is given to only one ANFIS. 

2. The 5 ANFIS learn to stabilize the plant, based on 
the performance1 signal. 

3. The beliefs of AN1 to AN5 is fused using a hard-
coded attention mechanism. 

E. Stage 2: 
This stage starts as soon as the control layer learns to 

stabilize the plant, in this stage the learning mechanism in 
the control layer is off and the learning in the attention layer 
is activated. 

1. AN1 to AN5 learning have converged and there is 
no more learning in the control layer. 

2. Learning in attention layer starts based on perfor-
mance2 signal. 

 
V. THE BALL & BEAM SYSTEM 

The ball and beam system [11, 12 and 13] is widely used 
in the field of control, as many important classical and mod-
ern design methods can be studied based on it. It is inherent-
ly non-linear and unstable, and despite its simple nature, the 
cascaded dynamics of the system (with 3/4 integrators and 
an interconnection between rotational and translation sub-
systems) are very similar to planar control of rockets. The 
system (shown in Fig. 5) consists of a ball rolling on top of 
a long beam. This system has a very important property; it is 
an open loop unstable system, because for a fixed input 
(beam angle) the system output (the ball position) increases 
without a limit. The control job is to automatically regulate 
the position of the ball by changing the position of the mo-
tor. This is a difficult control task because the ball does not 
stay in one place on the beam when θ≠0, but moves with an 
acceleration that is proportional to the tilt of.the beam. 

 
Figure 5.  The ball & beam system [13] 

Using Lagrange equations, a comprehensive set of equa-
tions for the motion of this system can be obtained as fol-
lows: 

 

 
With m being the mass of ball and M the mass of beam; 

R0 and R1 are the radius and the rotation axis of the ball as 
shown in the figure. D and d are the distance from pivot to 
the center of mass of the beam and plane of ball contact on 
the beam respectively. Jbeam is the moment of inertia of the 
beam and L is the length of the beam; and finally C1 and C2 
are the viscous friction coefficient between the ball and the 
beam and viscous damping constant of the servo-motor. 
Figure 5 also shows the variables used in the formulation of 
the problem. The derivation process is explained thoroughly 
in [13]. 

VI. SIMULATION RESULTS: 
The parameter set used in the simulation are as follows: 

M=0.5 kg ; m=0.11 kg ; R0=0.015 m ; R1=0.01 m ; d=.035 
m ; D=0.03 m ; g=9.81m/s2 ; L=1 m; J_beam=1/12*M*L^3 
kg.m2 ; C1=0 ; C2=0 ; 

And with initial conditions being:  
 

In the simulations, SCELIC is starting from scratch 
without any control rules. The first learning learns the con-
trol rules using a hard-coded attention mechanism (figure 8) 
and the second learning learns how to fuse the beliefs of 
AN1 to AN5; i.e. learns the attention control process (figure 
9). 

After 156 epochs in stage 1 of learning process the hard-
coded attention mechanism is able to stabilize the plant 
(figure 6) and the learning is shifted to stage 2. The ball 
position is shown in figure 9 after 15, 400 and 4000 epochs 
of learning in stage 2. As it can be seen after a very short 
time (15 epochs) the attention control mechanism provides a 
rather satisfactory response from a highly chaotic one but 
with steady state error. Then the controller learns to make 
the steady state error as small as possible. 

 
Figure 8.  Ball position, Stage 1 of learning- after 156 epochs 

As it can be seen from figure 7, AN2, AN3 and AN4 
have the greatest effect on the control of the plant and AN1 
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and AN5 have a very small fusion factors. This means that 
the system can be controlled using only 3 of its 5 resources 

with learned fusion factors. 

 
Figure 7.  Ball Position (1st row) and fusion factors (2nd row) vs. simulation time after 15, 400 and 4000 epochs respectively

VII. CONCLUSION 
In this work we presented the usage of clouds of re-

sources and emotional masks in the field of control. This 
new approach provides a sensible mapping between what 
we know as emotions and what is present in machines. The 
model of emotional masks, models the whole brain structure 
for emotional thinking as opposed to other methods that 
model only some parts of the brain. 

SCELIC is a model free and self-constructing controller, 
meaning that it can construct the control rules from the 
scratch by itself while provided with a very simply develop-
able performance measure by the designer. It should be 
noted that SCELIC, learns emotions and attention, as op-
posed to hard-coded emotion definitions that have a little 
flexibility. Furthermore, to test the applicability of SCELIC, 
a nonlinear ball and beam system was used as a test-bed. 
SCELIC showed that it can stabilize the system while start-
ing from scratch and that it can provide a satisfactory re-
sponse in a rather short time. It can be concluded that the 
emotional mechanism is most useful when we want to learn 
to provide a system with a rather satisfactory response in a 
very short time.  
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